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1. Course Data

	Code:

	CS 417

	Course title:
	Parallel Processing

	Level:
	1

	Specialization:
	Computer Science

	Credit hours:
	3 hours

	Number of learning units (hours): 

	(3) theoretical (2) practical




2. Course Objective
Acquainting the students with principles and concepts of parallel processing including parallel computer architectures, performance metrics, the scheduling problem and parallel algorithms.

3. Intended Learning Outcomes:
· Knowledge and Understanding:
A7. Define the basics of Computer Systems.
A12. Demonstrate the basics of Computer Components.

· Intellectual Skills
B1. Recognize and assemble components.
B3. Develop Analytical Skills.
B22. Compare methods with data.

· Professional and Practical Skills
C2. Choose the appropriate Operating system.
C10. Develop computer-based systems.
C11. Evaluate systems in terms of quality attributes.

· General and Transferable Skills
D3. Use different Problem Solving techniques.
D4. Follow Analytical Thinking.
D5. Follow Creative Thinking.
D13. Practice Designing skills in software projects.
D14. Practice Engineering skills for software development

4. Course contents

	Topic
	No. of hours
	Lecture
	Tutorial/ Practical

	Introduction to Advanced Computer Architecture
and Parallel Processing 
-  Four Decades of Computing 
-  Flynn’s Taxonomy of Computer Architecture 
-  SIMD Architecture 
-  MIMD Architecture 
-  Interconnection Networks
	6
	2
	2

	Multiprocessors Interconnection Networks 
-  Interconnection Networks Taxonomy 
- Shared-Memory Interconnection Networks
- Message-Passing Interconnection Networks
- Static Interconnection Networks
- Dynamic Interconnection Networks
-  Bus-Based Dynamic Interconnection Networks 
   Single-Bus Systems
   Multiple-Bus Systems
-  Switch-Based Interconnection Networks 
    Crossbar Networks
    Single-Stage Networks
    Multi-Stage Networks
-Shuffle Exchange, cube networks
-  Analysis and Performance Metrics
	6
	2
	2

	Shared Memory Systems
-Uniform Memory Access (UMA)
-Nonuniform Memory Access (NUMA)
 -Cache-Only Memory Architecture (COMA)
	6
	2
	2

	Basic Cache Coherency Methods
- Cache–Memory Coherence
- Cache–Cache Coherence
-  Shared Memory System Coherence
   Snooping Protocols
	6
	2
	2

	Message Passing Systems
-Types of granularity
-Routing in message passing systems
  Centralized, distributed
-Some routing problems
-Types of communication operations
  One-to-one, collective  operations
-Message passing programming models
	6
	2
	2

	Scheduling & Task allocation on Parallel Systems
-Scheduling problem
-Classification of Scheduling Techniques
-Scheduling System
-Task graphs 
-Example scheduling technique (List scheduling)
	3
	1
	1

	Performance Metrics for Parallel Systems
-Execution time
-Total parallel overhead
-Speedup
- Efficiency
	3
	1
	1

	Parallel Algorithms
-Principles of parallel algorithm design
-Example parallel algorithms
  Broadcasting
  Matrix transposition (mesh transpose, shuffle transpose)
  Matrix-by-matrix multiplication 
  Sorting
	6
	2
	2



Mapping contents to ILOs

	Topic
	Intended Learning Outcomes (ILOs)

	
	Knowledge and understanding
	Intellectual Skills
	Professional and practical skills
	General and Transferable skills

	Introduction to Advanced Computer Architecture
and Parallel Processing 
-  Four Decades of Computing 
-  Flynn’s Taxonomy of Computer Architecture 
-  SIMD Architecture 
-  MIMD Architecture 
-  Interconnection Networks
	A7,A12
	B3
	C2
	D4, D3

	Multiprocessors Interconnection Networks 
-  Interconnection Networks Taxonomy 
- Shared-Memory Interconnection Networks
- Message-Passing Interconnection Networks
- Static Interconnection Networks
- Dynamic Interconnection Networks
-  Bus-Based Dynamic Interconnection Networks 
   Single-Bus Systems
   Multiple-Bus Systems
-  Switch-Based Interconnection Networks 
    Crossbar Networks
    Single-Stage Networks
    Multi-Stage Networks
-Shuffle Exchange, cube networks
-  Analysis and Performance Metrics
	 A7
	B1
	C10
	D3

	Shared Memory Systems
-Uniform Memory Access (UMA)
-Nonuniform Memory Access (NUMA)
 -Cache-Only Memory Architecture (COMA)
	A12
	B22
	C11
	D3

	Basic Cache Coherency Methods
- Cache–Memory Coherence
- Cache–Cache Coherence
-  Shared Memory System Coherence
   Snooping Protocols
	A7
	B3
	C10
	D3,D14

	Message Passing Systems
-Types of granularity
-Routing in message passing systems
  Centralized, distributed
-Some routing problems
-Types of communication operations
  One-to-one, collective  operations
-Message passing programming models
	A12, A7
	B1
	C11
	D3,D13

	Scheduling & Task allocation on Parallel Systems
-Scheduling problem
-Classification of Scheduling Techniques
-Scheduling System
-Task graphs 
-Example scheduling technique (List scheduling)
	A12, A7
	B22
	C10,C2
	D3,D5

	Performance Metrics for Parallel Systems
-Execution time
-Total parallel overhead
-Speedup
- Efficiency
	A12,A7
	B3
	C11,C2
	D3,D4

	Parallel Algorithms
-Principles of parallel algorithm design
-Example parallel algorithms
  Broadcasting
  Matrix transposition (mesh transpose, shuffle transpose)
  Matrix-by-matrix multiplication 
  Sorting
	A12, A7
	B1
	C10,C2
	D3




5. Teaching and Learning Methods

Class Lectures
 Highly lab-based courses


6. Teaching and Learning Methods for students with limited capability

	Using data show
	e-learning management tools

7. Students Evaluation

a) Used Methods
Lab exam
Assignments
Lab work 
Programming projects


b) Time

Assessment 1: Test 1    	 	Week 4
Assessment 2: Test 2    	  	Week 7
Assessment 3: Midterm Exam   	Week 10
Assessment 4: Practical Exam    	Week 14
Assessment 5: final written exam 	Week 16

c) Grades Distribution
Mid-term Examination 		20 %
Final-Year Examination      		50 %          
Semester Work           		20 %
Practical Exam			10%
 		Total			    	100%

	Any formative only assessments



List of Books and References


a) Notes
Course Notes
- Handouts


b) Mandatory Books
Hesham El-Rewiny, Mostafa Abdel-Barr, Advanced Computer Architecture and Parallel Processing, Wiley Interscience, 2005.


c) Suggested Books

AnanthHYPERLINK "http://www.informit.com/safari/author_bio.asp@ISBN=0201648652" HYPERLINK "http://www.informit.com/safari/author_bio.asp@ISBN=0201648652"Grama, AnshulHYPERLINK "http://www.informit.com/safari/author_bio.asp@ISBN=0201648652" Gupta, George HYPERLINK "http://www.informit.com/safari/author_bio.asp@ISBN=0201648652"Karypis, VipinHYPERLINK "http://www.informit.com/safari/author_bio.asp@ISBN=0201648652" Kumar, Introduction to Parallel Computing, 2nd Edition, Addison Wesley, 2003.

 Periodicals, Web Sites, … etc
-   http://www.top500.org  (top 500 sites on parallel processing)

d) Other publications
Course Coordinator:  Dr. Amal Aboutabl

Chairman of the Department: Prof. dr. Iraqy Khalifa

